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Abstract
Objective. Brain-computer interfaces (BCIs) have recently made significant strides in expanding
their instruction set, which has attracted wide attention from researchers. The number of targets
and commands is a key indicator of how well BCIs can decode the brain’s intentions. No studies
have reported a BCI system with over 200 targets. Approach. This study developed the first
high-speed BCI system with up to 216 targets that were encoded by a combination of
electroencephalography features, including P300, motion visual evoked potential (mVEP), and
steady-state visual evoked potential (SSVEP). Specifically, the hybrid BCI paradigm used the
time-frequency division multiple access strategy to elaborately tag targets with P300 and mVEP of
different time windows, along with SSVEP of different frequencies. The hybrid features were then
decoded by task-discriminant component analysis and linear discriminant analysis. Ten subjects
participated in the offline and online cued-guided spelling experiments. Other ten subjects took
part in online free-spelling experiments.Main results. The offline results showed that the mVEP
and P300 components were prominent in the central, parietal, and occipital regions, while the
most distinct SSVEP feature was in the occipital region. The online cued-guided spelling and
free-spelling results showed that the proposed BCI system achieved an average accuracy of
85.37%± 7.49% and 86.00%± 5.98% for the 216-target classification, resulting in an average
information transfer rate (ITR) of 302.83± 39.20 bits min−1 and 204.47± 37.56 bits min−1,
respectively. Notably, the peak ITR could reach up to 367.83 bits min−1. Significance. This study
developed the first high-speed BCI system with more than 200 targets, which holds promise for
extending BCI’s application scenarios.

1. Introduction

Brain-computer interfaces (BCIs) provide a special
pathway for the brain to communicate directly with
the external environment without relying on the peri-
pheral nervous system [1–4]. Visual BCI (v-BCI)
systems have recently made significant progress and
become one of the most popular paradigms. Spe-
cifically, the most frequently used brain control sig-
nals for v-BCI are motion visual evoked potential
(mVEP) [5, 6], P300 [7, 8], steady-state visual evoked
potential (SSVEP) [9, 10], and their hybrid features

[11, 12], which have shown great promise in practical
applications.

Information transfer rate (ITR), a basic BCI index
that expresses the BCI’s communication ability, is
determined by speed, accuracy, and number of targets
[13, 14]. Since Vidal first proposed BCI in 1973 [15],
researchers have initially focused on system accuracy
to demonstrate the feasibility of translating brain sig-
nals to computer instructions. Specifically, in 1988,
Farwell and Donchin designed a P300-speller that
encoded 36 targets for the brain to output intents with
an average accuracy of more than 85% [16]. In 1996,
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Calhoun and McMillan developed an SSVEP-based
BCI system with an accuracy rate of over 80% [17].
The speed of brain outputs later became a hot topic
as researchers began to focus more on the effective-
ness of BCIs. In 2015, the response time of the BCI
systemwas shortened to 1 s [13]. In 2018, the speed of
BCI outputs was further decreased to 0.8 s per target
[18]. The ITR could only be marginally improved by
addressing the BCI speed then, so researchers tried to
increase the target number to increase the BCI’s capa-
city for encoding brain intents. In 2016, Townsend
and Platsko developed a 72-target BCI system that
first pushed the P300-based BCIs past 100 bits min−1

[19]. In 2020, Xu et al developed the first high-speed
BCI system containing over 100 targets [20]. In 2021,
Chen et al increased the number of BCI targets to 160.
But the system’s ITR was only 78.84 bits min−1 on
average [21]. In 2022, Sun et al developed a 120-target
BCI system with an average ITR of 265.74 bits min−1

[22].
It is worth noting that a counterbalance exists

between the number of targets and the other two
factors contributing to ITR improvement. In other
words, as there are more targets, the BCI speed
and accuracy are more likely to decrease, negat-
ively impacting ITR. As a result, an elaborate cod-
ing strategy design is required to achieve a high ITR.
On the other hand, the size of the monitor used to
present the visual stimuli also affects the number of
targets. Specifically, in previous studies, the target
usually subtended 2◦–4◦ of visual angle, and the space
between two adjacent targets was 1◦–5◦. As a result, a
27-inch liquid-crystal display (LCD) screenwith a 50◦

viewing angle could only display about 100 targets.
Researchers may use a larger screen size to display
more targets. For example, a 49-inch LCD was repor-
ted in a recent study [22]. However, a large screen is
not practical for most conditions, and a bulky mon-
itor hinders the practicality of real-life BCI applica-
tions. Alternatively, we could make the target smaller
and closer together to fit more targets on a stand-
ard screen. However, a smaller target would result in
weaker electroencephalography (EEG) features, and
closer proximity of targets would cause more confu-
sion in SSVEP classification. One remedy is to intro-
duce hybrid EEG features to provide more useful
information. But to the best of our knowledge, no
study has yet implemented a high-speed BCI system
with over 200 targets.

This study developed a novel paradigm that could
effectively encode 216 targets using the hybrid fea-
tures of P300, mVEP, and SSVEP. Specifically, all
targets were divided into 36 sub-spellers encoded by
different frequencies and each sub-speller contained
six characters encoded in various time slots. Notably,
this BCI system was deployed on a typical platform
of a 27-inch LCD with 60 Hz and a 1920 × 1080
pixel resolution, which can be easily controlled by a
laptop. In the decoding stage, the target identification

required two sequential steps: sub-speller recognition
and character recognition within the sub-speller. We
can only identify the target character when both steps
are performed correctly. The proposed BCI system
achieved an average online ITR of 302.83 bits min−1,
with a peak value of 367.83 bits min−1.

2. Materials andmethods

2.1. Subjects
Ten healthy volunteers (four females and six males,
22–29 years of age, all right-handed) with normal
or corrected to normal vision participated in both
offline and online cued-guided spelling experiments.
Another group of ten subjects participated in an
online copy-spelling experiment. Four of them (i.e.
S1, S3, S4, S7) also took part in the offline and online
cued-guided spelling experiments (corresponding to
S1, S7, S2, S3, respectively). The Institutional Review
Board at Tianjin University approved the experi-
mental protocol. According to the Helsinki Declara-
tion, all subjects were fully informed of all procedures,
understood all possible consequences of the study,
and signed an informed consent form.

2.2. A hybrid mVEP-P300-SSVEP BCI paradigm
The visual stimuli were presented on a 27-inch LCD
monitor with a 1920 × 1080 pixel resolution and a
60 Hz refresh rate. Figure 1(a) depicts a 12× 18 mat-
rix on a black background. The matrix was divided
into an upper and lower half, comprising 36 6-
character rectangles, also known as sub-spellers. The
name of the 36 sub-spellers’ first letter was given as an
alphanumeric character (i.e. A–Z, 0–9). The six char-
acters that make up each sub-speller are numbered
1, 2, …, 6 from top to bottom. Therefore, A1, A2, ..,
Z5, Z6, 01, 02, …, 95, 96 were used to identify the
216 stimulation targets. Each stimulation target has a
vertical visual angle of 1.78 degrees and a horizontal
angle of 2.32 degrees.

As shown in figure 1(b), the frequency divi-
sion multiple access (FDMA) method was employed
between sub-spellers, ranging from 10.4 Hz to
17.4 Hz with a 0.2 Hz interval. Empirically, the stim-
ulation phase for FDMA was set to cycle from 0 to 2π
with a step of 0.35π [12, 13]. As shown in figure 2, the
time division multiple access (TDMA) method was
adopted within sub-spellers. A random and ergodic
colour change from black to yellow highlighted each
of the six characters in the sub-speller individually.
Meanwhile, a red vertical line with a height of 1.49◦

visual angle started moving leftward at a speed of
8.47◦ s−1 from the right edge of the characters to the
left edge of the rectangle. The red vertical line pro-
duced a fleeting motion stimulus to elicit an mVEP
response. The stimulus duration for each charac-
ter was 200 ms, and the inter-stimulus interval was
−100 ms. All sub-spellers were activated simultan-
eously and the flashing sequence between sub-spellers
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Figure 1. The display of the hybrid BCI speller. (a) The layout of the 216 commands. The interface was a 12× 18 matrix divided
into an upper and a lower half. (b) The stimulation frequency (Hz) and initial phase (π) for the 216 commands.

Figure 2. The timing protocol for sub-speller 4. All 6 characters were highlighted once in 0.7 s, while the background for the
characters was flicking at a fixed frequency and phase (for sub-speller 4: 11 Hz/1.05π). The red vertical line indicated the motion
location at a specific time for inducing mVEP features.

was the same. Thus, it only took 700 ms for all char-
acters to flash once, called a round.

It should be noted that each stimulus rectangle
flickered at a fixed frequency during the flashing of
characters. In other words, there was a background
flicking for each character gazed at by the subjects.
Therefore, unlike the traditional hybrid paradigm
design, the SSVEP feature lasted 0.7 s for a round, and
the P300 feature was evoked once within a round. As
previous studies reported [20, 23], the event-related
potentials (ERPs) are mainly distributed at low fre-
quencies, so the stimulation frequencies used in this
study were purposefully set to be higher than 10 Hz.
Based on this, a specific filter can be designed to
separate the evoked mVEP-P300 and SSVEP, making
feature extraction and identification easier.

2.3. BCI experiment
Participants sat on a chair in front of the screen
at a distance of 60 cm. There were two experi-
ments, namely offline experiments that were mainly
used for feature analysis, algorithm comparison, and
parameter tuning, and online experiments that were
primarily used for validating the system. In the off-
line experiments, a red triangle with a 0.69◦ visual
angle beneath the target character served as a cue
for the target character’s gaze for 0.5 s. Participants
were instructed to concentrate on the target charac-
ter during this time and count covertly how many
times the target was highlighted (i.e. six times). The
six rounds of flicking described above constitute a
block. The participants needed to spell all 216 char-
acters, which were divided into six groups presented
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in random order. That is to say, each group contained
36 target characters that were selected by the stratified
sampling method. The participants were allowed to
take breaks between groups. It took about 17 min to
complete the offline experiments.

In the online experiment, there were two types
of online tasks (i.e. cued-guided spelling and free-
spelling experiments). Classification algorithm and
the other aspects of the two online experiments were
completely consistent except for with or without
visual cues. For online cued-guided spelling exper-
iments, the participants were asked to spell all 216
characters in random sequences, which were also
divided into six groups. The characters in each group
were drawn together hierarchically. As same as the
offline stage, the target character was indicated by an
underneath red triangle for 0.5 s. For free-spelling
experiment, another group of ten subjects were
recruited. Before the experiment, the participants
were trained to remember the position of each charac-
ter and the character spelling sequences, e.g. A1–B2–
C3–D4–E5–F6–G1–H2–…–73–85–96. Notably, each
sequence includes 36 target characters and is arranged
with a certain regularity in order to be able to calcu-
late the accuracy of free spelling. A total of five char-
acter sequences (i.e. 180 target characters) were con-
ducted. Participants were able to shift their fixation
points very fast from character to character in the
specific second without visual cues. And they could
take a break between sequences. The duration time
of visual shift for each participant was a fixed value,
which was determined on the individual condition.
In both online experiments, the flickering stimulation
was performed in only one round.

2.4. EEG recording and processing
The Neuroscan Synamps2 system collected the EEG
data from 64 electrodes in accordance with the inter-
national 10–20 system. The reference electrode was
placed on the left mastoid, and the ground elec-
trode was placed on the prefrontal lobe. The signals
were sampled at 1000 Hz and saved on the computer
after 0.1–200 Hz bandpass filtering and 50 Hz notch
filtering.

In the target identification stage, there were two
sequential steps: (a) recognizing the sub-speller con-
taining the target character and then (b) recogniz-
ing the target character within the identified sub-
speller. The correct results can be obtained only
when each step is correct. In offline analysis, six-fold
cross-validation was used to evaluate the robustness
of the classification accuracy. The sample allocation
was conducted in the stratified sampling principle.
It meant that 36 samples, one for each sub-speller,
were used as the test set, and the remaining 180
(216–36= 180) samples, five for each sub-speller,
were used as the train set. In online analysis, all
the data collected in the offline experiments, i.e. 216
samples, were used as the train set to train the

classification model. The corresponding specific data
processing flow of mVEP-P300, and SSVEP features
are introduced as follows, respectively.

For mVEP and P300 features, 16 EEG channels
(F3/4, Fz, T7/8, C3/4, Cz, P3/4/7/8, Pz, PO7/8, Oz)
were down-sampled to 250 Hz and filtered by the
0.5–10 Hz bandpass with Chebyshev type I filter.
Then the sampling rate was down to 25 Hz and the
mVEP-P300 feature was extracted from 50–800 ms.

For SSVEP feature, there were two channel mont-
ages for classification. The conventional montage of
the nine occipital channels (Pz, POz, PO3/4, PO5/6,
Oz, and O1/2) and a new montage of 30 parietal-
occipital channels (CPz, CP1/2, CP3/4, CP5/6, TP7/8,
Pz, P1/2, P3/4, P5/6, P7/8, POz, PO3/4, PO5/6,
PO7/8, Oz, O1/2, and CB1/2) were first down-
sampled to 250 Hz and filtered by a filter bank
(including six Chebyshev type I filters) into [X Hz,
72 Hz] (X = 8, 18, 28, 38, 48, and 58). SSVEP features
were extracted from 140–840 ms.

2.5. Ensemble task-related component analysis
(TRCA)
The ensemble task-related component analysis
(TRCA) has been proved the powerful recogni-
tion algorithm for SSVEP classification [18, 24].
TRCA is an algorithm that finds a projection matrix
w=

[
wj1 ,wj2 ,wj3 , . . . ,wNch

]
to maximize the covari-

ance of task-related components between trials of the
same class. j1 and j2 refer to the index of channels.
Nch is the number of channels. The specific process
is as follows. First, assuming the recorded EEG sig-
nal x(t) ∈ RNch×Np . Np is the number of time points.
Then, all possible combinations of inter-trials in pro-
jection space are summed as:

wTSw=

Nt∑
h1,h2 = 1

h1 ̸= h2

Nch∑
j1,j2=1

wj1wj2Cov
(
x(h1)j1

(t) ,x(h2)j2
(t)

)

(1)

where, Cov(a, b) refers to the covariance between a
and b. Nt is the number of training trials. h1 and h2
is the index of trial. The periods of x(h)j1 (t) are fixed
as t ∈ [th, th +T]. Here, th is the beginning of the h-th
trial and T is the duration of the h-th trial. To obtain
the final results, the following restriction is termed:

wTQw=

Nch∑
j1,j2=1

wj1wj2Cov
(
xj1 (t) ,xj2 (t)

)
= 1. (2)

The finding of projection direction is transformed
into an optimization problem:

ŵ= arg max
w

(
wTSw

)
/
(
wTQw

)
. (3)

The equation can be solved by Lagrange multi-
plier method. Thus, the eigenvector of the matrix
Q−1S is the optimal spatial direction. Finally, for Nf
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stimulus frequencies, the ensemble TRCA (eTRCA)
that integrated all the stimulus frequencies is con-
structed as:

W=
[
w1,w2,w3, . . . ,wNf

]
(4)

2.6. Task-discriminant component analysis
Task-discriminant component analysis (TDCA) was
proposed last year and achieved state-of-the-art
performance [25]. In contrast to the strategy of TRCA
that finds spatial space for each class, discriminant
analysis finds the spatial-temporal filter of all classes.
The details of TDCA are as follows. First, for each
training trial, the EEG data were extended along time
points:

X̃ =
[
XT, XT

1 , . . . , X
T
l

]
(5)

where X ∈ RNch×Np refers to EEG data, equivalent to
the x(t) in TRCA. X̃ ∈ R(l+1)Nch×Np denotes the aug-
mented EEG trial. Xl ∈ RNch×Np is obtained by delay-
ing l points for X. If the delayed points exceed the
original data length, a zero-padding operation is per-
formed on the extended data. Notably, the sameman-
ner is carried out in the test trial. Second, the augmen-
ted EEG trial is projected onto the orthogonal space:

X̃p = X̃Pi (6)

P is the orthogonal projection matrix of i th class
after QR decomposition of the sine-cosine reference
signal. The equations are:

Yi = QR (7)

Pi = QQT (8)

The construction method of the reference signal Yi
refers to [13, 26]. Third, the secondary augmented
EEG trial Xa ∈ R(l+1)Nch×2Np is formed as follows:

Xa =
[
X̃, X̃ p

]
(9)

Finally, a two-dimensional linear discriminant
analysis (LDA) is conducted to find the pro-
jection directions to discriminate trials from all
classes. The between-class difference matrix Hb ∈
R(l+1)Nch×2NcNp and the within-class difference mat-
rix Hw ∈ R(l+1)Nch×2NtNp are formed as:

Hb =
1√
Nc

[
X̄a

1− X̄a
a
, . . . , X̄a

Nc − X̄a
a
]

(10)

Hw =
1√
Nt

[
Xa

(1) −Xa
(1)

, . . . ,Xa
(Nt) −Xa

(Nt)
]
(11)

where Xi and X
(i)

refer to the two-dimensional class
centres of i th class and the i th sample, respectively.
Nc refers to the number of samples in Class c. The

superscript represents all classes, andXa
a
is calculated

as follows:

X̄a
a
= 1

Nt

Nt∑
i=1

Xa
(i) (12)

According to the two-dimensional LDAmethod [27],
the following Fisher criterion is constructed:

Ŵ= argmax
tr
(
WTHbHT

bW
)

tr(WTHwHT
wW)

(13)

whereW denotes the projection direction. It also can
be converted to an optimization problem and solved
by Lagrange multiplier method as TRCA.

2.7. Various version of LDA
LDA is the most popular algorithm for P300-based
BCIs because of its low computing resource require-
ments and simple implementation [28, 29]. LDA
is a supervised dimensionality reduction method
designed to increase between-class variance while
reducing within-class variance. For a P300-based
BCI, a set of EEG samples were referred to xi ∈
RD (D= NchNP)(i= 1, 2, . . . , Nall) and the corres-
ponding class labels Ci ∈ {1, 2} . First, themeans and
empirical covariance of two classes are formed as
follows:

µC = 1
NC

Nc∑
i=1

xi (14)

ΣC =
1

NC − 1

Nc∑
i=1

(xi−µC)(xi −µC)
T, C= 1, 2

(15)

Based on the LDA theory, the equation can be formu-
lated:

J(w) = wTSBw
wTSWw

(16)

Where SB and SW are given by:

SB = (µ1−µ2)(µ1−µ2)
T (17)

SW = N1
Nall

Σ1+
N2
Nall

Σ2 . (18)

Thus, the overall goal is to maximize the J(w)
term. To find the optimal w, the term J(w) is dif-
ferentiated with respect to w, and set the derivatives
equal to 0 to find the extremum. Finally, the solution
is transferred to a generalized eigenvalue problem as
follows:

SBw= λSww . (19)

The optimal projection is w= S−1W (µ1−µ2).
LDA works well for binary problems like P300-based
BCIs.

However, the LDA estimator may experience
overfitting issues if the sample size is insufficient.
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Some researchers developed extended algorithms
based on the LDA theory, such as stepwise LDA
(SWLDA) and shrinkage LDA (SKLDA). SWLDA
selects the most significant features by combining
forward and backward stepwise analyses, which can
reduce the feature space [30]. The three parameters
to be set are the maximum predetermined number
of features and the p-values of adding and remov-
ing features. In this study, the p-value for entry was
set to <0.1, while for removal was set to >0.15.
The predetermined number of features was set to
60. Because there are high-dimensional features with
only a few data samples, the estimated empirical
covariance is imprecise, which hinders the estim-
ator performance. SKLDA can solve this problem
by modifying the extreme eigenvalues toward the
average eigenvalue. Please see more details in [31].
The algorithms vectorise and concatenate the time
points and multi-channels without spatial informa-
tion. Spatial-temporal discriminant analysis (STDA)
builds spatial-temporal two-way samples as feature
matrices and performs alternating spatial and tem-
poral optimization, which works well for insufficient
samples [32].

2.8. Performance evaluation
To evaluate the performance of high-speed BCI, clas-
sification accuracy and ITR were used as evaluation
indices in this study, which have been widely used in
BCI research [1]. The ITR can be calculated as follows:

ITR=

[
log2N+ Plog2P+(1− P) log2

(
(1− P)

N− 1

)]
× 60

T
. (20)

where N is the number of instruction sets, P is the
classification accuracy, and T is the total amount of
time needed to process each selection, i.e. cue time
plus flashing time. In this study, the consuming times
for 1–6 rounds were 1.2 s, 1.9 s, 2.6 s, 3.3 s, 4 s, and
4.7 s, respectively.

3. Results

3.1. EEG features analyses
In this study, mVEP, P300, and SSVEP features are
induced to encode BCI targets. Figure 3 shows the
grand average temporo-spatial patterns across all sub-
jects, where the top row presents the ERP difference
waveforms for all channels and their average, which
were calculated by subtracting the non-target from
the target waveforms, and the remaining rows show
how the spatial pattern changed over time after target
stimuli were presented. The amplitude in the occipital
region was seen to gradually increase during the first
100 ms before decreasing. This might have relevance
to the C1 component, which is primarily present near
the calcarine fissure. During the 120–180 ms time

window, a negative deflection component was seen
in the right occipital region due to the motion stim-
uli being located in the left visual field [6]. Its shift-
ing distributions reflect the characteristics of mVEP.
Then, the left occipital region of the EEG responses
began to exhibit a negative deflection. A strong pos-
itive deflection of the P2 component was seen in the
240–300 ms time window with a parietal (up to cent-
ral and frontal) topography. The distinct P300 com-
ponent then started to emerge until about 380 ms.
Finally, the bilateral occipital region exhibited the N4
component.

Figure 4 shows the average SSVEP waveforms
at the fundamental frequency for each sub-speller.
The distinct SSVEP responses for each sub-speller
were observed after about 140 ms of stimulus onset,
and there were differences among all sub-spellers.
For example, the sub-speller #6 with the stimula-
tion frequency of 11.4 Hz had approximately eight
obvious periods (i.e. 11.4× 0.7= 7.98) while the
sub-speller #31 with the stimulation frequency of
16.4 Hz had approximately 11 obvious periods (i.e.
16.4× 0.7= 11.48). The result demonstrated that the
mVEP, P300, and SSVEP features were clearly evoked
for this paradigm, which can be used for further
classification.

3.2. Offline BCI performance
As previously described, there were two steps in tar-
get identification: sub-speller recognition and char-
acter recognition within the sub-speller. Identifica-
tion of the target character can only be achieved by
correctly performing both steps. Figure 5 shows the
average accuracies of sub-speller recognition against
the number of rounds. The most powerful eTRCA
and TDCA algorithms for detecting SSVEP features
were used to evaluate the performance. Moreover,
this figure also compares the performance of using
two different EEG montages, namely the conven-
tional montage of the nine occipital channels (i.e. Pz,
POz, PO3/4, PO5/6, Oz, and O1/2) and a new mont-
age of 30 parietal-occipital channels (i.e. CPz, CP1/2,
CP3/4, CP5/6, TP7/8, Pz, P1/2, P3/4, P5/6, P7/8, POz,
PO3/4, PO5/6, PO7/8,Oz,O1/2, andCB1/2). As a res-
ult, the STDA with 30 channels achieved the highest
average accuracy at 1–6 rounds (86.85%, 94.44%,
95.88%, 96.99%, 97.64%, and 97.82%). As shown
in the figure, the accuracy gradually improved as
the number of rounds increased. Three-way repeated
measures ANOVA revealed significant differences in
accuracy for algorithms (F(1, 9) = 8.15, p < 0.05),
montage (F(1, 9)= 20.79, p< 0.01), and the number
of rounds (F(5, 45) = 44.71, p < 0.001). There were
also significant interactions between algorithms and
channel montage (F(1, 9)= 6.92, p< 0.05).

Figure 6 shows average accuracies of character
recognition within sub-spellers across all subjects.
The classic algorithms of LDA and its extendedmeth-
ods were adopted to compare system performance. As
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Figure 3. The grand average temporo-spatial patterns of ERPs were presented across all subjects. A band-pass filter of [0.5 Hz,
11 Hz] was applied to extract mVEP-P300 features that distribute mainly in the low-frequency band. The top row indicated the
grand average ERP difference waveforms for all channels and their average, which were obtained by subtracting the non-target
from the target waveforms. The baseline of each waveform was corrected according to the data of [−0.2 s, 0 s] before stimulation
onset. The time 0 s on the time axis represents the stimulus onset. The bottom three rows show grand average topographic maps
for ERP responses from all subjects at various times.

Figure 4. The average SSVEP waveforms across all subjects
for each sub-speller. A band-pass filter of [8 Hz, 19 Hz] was
applied to extract SSVEP responses. The vertical axis
referred to the index of all sub-spellers corresponding to 36
stimulation frequencies. The vertical black and grey dot
lines indicated the stimulus onset and visual latency (about
140 ms), respectively.

expected from the SSVEP results, accuracy tended to
increase with the number of rounds. All algorithms
achieved an accuracy above 90% regardless of the
number of rounds. For example, at one round, the
algorithms’ accuracy for LDA, SWLDA, SKLDA, and
STDA was 92.31%, 91.06%, 91.81%, and 90.97%,
respectively. Two-way repeated measures ANOVA
showed significant main effects of algorithms (F(3,
27) = 4.66, p < 0.01) and the number of rounds
(F(5, 45) = 29.86, p < 0.001) on accuracy. The
algorithms and the number of rounds had significant

Figure 5. Average accuracies of sub-speller recognition
across all subjects for different algorithms and channel
montages as a function of the number of rounds, which are
achieved using SSVEP features. The theoretical chance level
of the classification is 1/36. The error bars represent
standard errors.

interactions (F(15, 135) = 2.18, p < 0.01). By post-
hoc pairwise comparison using paired t-test, the
LDA outperformed SWLDA (t9 = 2.49, p < 0.05)
and STDA (t9 = 2.82, p < 0.05). The ratio of
the sample to the feature vector dimension in the
train set was 1080:320 for LDA, SKLDA, 1080:60 for
SWLDA, 1080:16, or 1080:200 for STDA, suggest-
ing that there was no issue with insufficient sample
size for this study. Except for LDA, these algorithms
were proposed for solving insufficient data problems
to mitigate overfitting [30–32]. In conclusion, the
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Figure 6. Average accuracies of character recognition within
sub-spellers across all subjects for different algorithms are
plotted against the number of rounds utilizing mVEP-P300
features. The theoretical chance level of the classification is
1/6. The error bars show standard errors.

Figure 7. Average accuracies and ITRs of target character
recognition across all subjects were presented against the
number of rounds using the hybrid mVEP-P300-SSVEP
features. The theoretical chance level of the classification is
1/216. The error bars represent standard errors.

TDCA with 30 channels for SSVEP features and the
LDA for mVEP-P300 features achieved the highest
accuracy, so they were chosen to recognize the target
character next.

Figure 7 shows the average accuracies and ITRs of
target character recognition. The hybridmVEP-P300-
SSVEP features achieved accuracy of 81.19%, 92.18%,
94.86%, 96.44%, 97.31%, and 97.73% at 1–6 rounds,
respectively. The corresponding average ITR achieved
the maximum value of 276.52 bits min−1 at 1 round.
Therefore, only one round was used for the online
test.

3.3. Online BCI performance
Table 1 lists the results of the online cued-guided
spelling BCI experiments across subjects. A fixed
stimulus duration of one round was used in the
online experiment. The average accuracy across sub-
jects was 85.37%± 7.49%, resulting in an average ITR
of 302.83 ± 39.20 bits min−1. Notably, the maximal
and minimal ITRs were 367.83 bits min−1 (S4) and
248.17 bits min−1 (S3), respectively.

Table 2 lists the results of the online free-spelling
experiment. The duration time of visual shift for
each subject was a fixed value, which was determ-
ined by the individual condition. The mean accuracy
was 86.00% and the mean ITR was 204.47 bits min−1

across all subjects. Due to the increase of visual
shift time, the mean spelling rate of 32.97 charac-
ters per minute was much lower than 50 characters
per minute in the cued-guided spelling experiment.
These results demonstrated the feasibility and effect-
iveness of the proposed high-speed hybrid BCI system
with over 200 targets.

4. Discussion

4.1. Advantages of the hybrid P300-mVEP-SSVEP
features
From the perspective of communication, the encod-
ing methods of BCIs could be divided into TDMA,
FDMA, code division multiple access, and space divi-
sion multiple access [3]. Among them, TDMA and
FDMA are one of the most widely studied meth-
ods, and the typical representative features are P300
and SSVEP features. TDMA divides multiple targets
into different time slots. Due to the characteristics
of TDMA, although an unlimited number of targets
can be achieved theoretically, the system performance
would be severely hurt and cannot meet the require-
ments of practical applications. FDMA divides mul-
tiple targets into different frequency bands. But the
available frequency bands are relatively narrow, res-
ulting in a limited number of targets. The inherent
limitations of a single encoding method make it dif-
ficult to implement a high-speed BCI system with a
large instruction set. Therefore, a combination of sev-
eral BCI paradigms may overcome their shortcom-
ings and expand the instruction set in an efficient
manner.

The hybrid BCIs combine two or more differ-
ent brain activity patterns or input signal sources,
which have been demonstrated to have irreplaceable
advantages [11, 20]. For example, hybrid BCIs can
combine different EEG features (e.g. P300-SSVEP)
[30], EEG and electromyogram [33], or EEG and
electro-oculogram [34], etc. There are two ways to
combine things, serial and parallel modes. The serial
mode is similar to the ‘and’ operation in logical oper-
ations, where the correct results can only be obtained
if each step is correct. The parallel mode resembles
the ‘or’ operation in logical operations, where the
identification of each feature impacts the final results.
Traditional hybrid BCIs are more often developed
using two features and have made significant strides
[12, 20, 30]. Panicker et al implemented a 36-target
BCI speller by combining SSVEP as a brain switch
with P300 features in the serial mode [11]. How-
ever, to achieve a higher performance BCI system,
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Table 1. Results of online cued-guided spelling experiments.

Subject
Consuming
time (s)

Selections
(Correct/Total)

Accuracy
(%)

ITR
(bits min−1)

S1 1.2 (0.5+ 0.7) 204/216 94.44 350.74
S2 1.2 (0.5+ 0.7) 181/216 83.80 293.01
S3 1.2 (0.5+ 0.7) 161/216 74.54 248.17
S4 1.2 (0.5+ 0.7) 210/216 97.22 367.83
S5 1.2 (0.5+ 0.7) 186/216 86.11 304.87
S6 1.2 (0.5+ 0.7) 170/216 78.70 267.89
S7 1.2 (0.5+ 0.7) 178/216 82.41 286.03
S8 1.2 (0.5+ 0.7) 163/216 75.46 252.49
S9 1.2 (0.5+ 0.7) 190/216 87.96 314.59
S10 1.2 (0.5+ 0.7) 201/216 93.06 342.65

Max — — 97.22 367.83
Min — — 74.54 248.17
Mean± STD — — 85.37± 7.49 302.83± 39.20

Table 2. Results of online free-spelling experiments.

Subject
Consuming
time (s)

Selections
(Correct/Total)

Accuracy
(%)

ITR
(bits min−1)

S1 1.5 (0.8+ 0.7) 171/180 95.00 283.24
S2 1.7 (1.0+ 0.7) 166/180 92.22 238.52
S3 1.9 (1.2+ 0.7) 153/180 85.00 188.93
S4 1.8 (1.1+ 0.7) 155/180 86.11 203.25
S5 2.1 (1.4+ 0.7) 151/180 83.89 167.70
S6 1.7 (1.0+ 0.7) 162/180 90.00 229.80
S7 1.6 (0.9+ 0.7) 148/180 82.22 213.83
S8 2.2 (1.5+ 0.7) 163/180 90.56 179.24
S9 1.9 (1.2+ 0.7) 141/180 78.33 168.07
S10 1.8 (1.1+ 0.7) 138/180 76.67 172.11

Max — — 95.00 283.24
Min — — 76.67 167.70
Mean± STD — — 86.00± 5.98 204.47± 37.56

more feature patternsmay be needed to providemore
useful information. This study combined three kinds
of EEG features, i.e. P300, mVEP, and SSVEP, to
develop a high-speed hybrid BCI with more than 200
targets. The TDMA and FDMA methods were com-
bined in an elaborate manner. Specifically, the P300
andmVEP features were induced simultaneously and
combined in parallel mode. During the classifica-
tion stage, these two features were extracted simul-
taneously to recognize the target character within a
specific sub-speller. Moreover, the above two features
were combined in serial mode with SSVEP, which
was used to recognize sub-spellers. The evoked SSVEP
lasting 0.7 s offered enough high accuracies. As a res-
ult, using three features to encode BCI targets could
provide more useful information and achieve a high-
performance BCI system.

4.2. Compared with previous studies featuring
large instruction sets
High-speed BCI systems with a large instruc-
tion set can broaden their application scenarios,

thereby attracting extensive research interest from
researchers. Researchers have tackled this issue in
various aspects, including encoding strategy [9, 22]
and decoding method [13, 26]. For example, Xu et al
proposed the concurrent P300 and SSVEP features
containing four types of EEG features to develop a
high-speed BCI system with over 100 targets [20].
Chen et al adopted the multiple frequency sequen-
tial coding method to achieve a BCI system with
160 targets [21]. Sun et al used the characteristics of
code-modulated visual evoked potentials to reduce
the training time of BCIs [22]. Here, we compared
this work with the previous online BCI studies since
the BCI was first proposed in 1973 [9, 11, 13, 18–
22, 26, 30, 35–54]. It is worth noting that since not
all studies adopted free-spelling experiment, we used
the results of online cued-guided spelling experi-
ment for comparison. As shown in figure 8, the
number of targets and ITR for each study are indic-
ated by a solid dot. Most studies had fewer than 100
targets and an ITR of lower than 100 bits min−1.
The X marks the average number of targets and
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Figure 8. A comparison of the number of targets and ITRs
of online BCI spellers in the past 50 years (1973–2022).

ITR across previous studies, which was 48.87 com-
mands at 88.17 bits min−1. Overall, the proposed
hybrid BCI system had 3.4 times higher ITRs and 4.4
times more targets than the average over the previous
50 years.

5. Conclusion

This study used hybrid P300, mVEP, and SSVEP fea-
tures to implement a high-speed BCI system with up
to 216 targets. A novel hybrid paradigm was pro-
posed to mark all characters with P300 and mVEP
encoded in various time slots and SSVEP encoded by
different frequencies. The TDCA and LDA algorithms
were used to classify the hybrid features. As a res-
ult, the online cued-guided spelling experiment could
reach an average accuracy of 85.37%, resulting in an
average ITR of 302.83 bits min−1 and a maximum
ITR of 367.83 bits min−1. This study developed the
first high-speed BCI system with more than 200 tar-
gets, which may lead to many new BCI application
scenarios.
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